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Abstract

A series of heated tube experiments was performed to

investigate fluid instabilities that occur during heating of

supercritical fluids. In these tests, JP-7 flowed vertically

through small diameter tubes at supercritical pressures.

Test section heated length, diameter, mass flow rate, inlet

temperature, and heat flux were varied in an effort to

determine the range of conditions that trigger the

instabilities. Heat flux was varied up to 4 BTU/in.2/s, and

test section wall temperatures reached as high as 1950 °F.

A statistical model was generated to explain the
trends and effects of the control variables. The model

included no direct linear effect of heat flux on the occurrence

of the instabilities. All terms involving inlet temperature

were negative, and all terms involving mass flow rate were

positive. Multiple tests at conditions that produced

instabilities provided inconsistent results. These
inconsistencies limit the use of the model as a predictive

tool. Physical variables that had been previously postulated
to control the onset of the instabilities, such as film

temperature, velocity, buoyancy, and wall-to-bulk

temperature ratio, were evaluated here. Film temperatures

at or near critical occurred during both stable and unstable

tests. All tests at the highest velocity were stable, but there

was no functional relationship found between the

instabilities and velocity, or a combination of velocity and

temperature ratio. Finally, all of the unstable tests had

significant buoyancy at the inlet of the test section, but

many stable tests also had significant buoyancy forces.
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exercise all fights under the copyright claimed herein for Governmental

Purposes. All other fights are reserved by the copyright owner.

Introduction

Current activities in both aeronautics and space have

increased the importance of research into hydrocarbon

fuels used as a coolant and operating at or near supercritical

conditions in high temperature environments. Research in

hypersonic propulsion for aeronautics shows increased

heat loads on the engine and related systems. 1,2These heat

fluxes are on the same order of magnitude as typical in

rocket engines, but must now be handled with the lower

fuel flow rates available in aircraft engines. In addition,

interest in combined cycle propulsion for launch vehicles

has increased the possibility of hydrocarbon fuels being

used to maintain fuel commonality and ease operational

requirements. 3 While hydrocarbon fuels are used as the

regenerative coolant in some current rocket engines

(e.g., the RD 180) 4 this combined cycle propulsion system

is being proposed for a reusable, instead of an expendable,
vehicle.

The NASA Glenn Research Center' s Turbomachinery

and Propulsion Systems Division and the Wright

Laboratory's Fuels and Lubrication Division have a joint

program in high-temperature fuel system research. The

basic goal is to develop an understanding of fuel system

behavior as a function of temperature, pressure, residence

time, heat flux, and surface effects within the fuel system

components. Previous tests were performed using JP-7 as

the coolant, with the objective of measuring coking

characteristics and material interactions at relatively high
heat flux (4 to 5 BTU/in.2/s) and wall temperatures

(1800 °F). 5 These tests were dominated by instabilities

that often caused critical failure of the thin-walled test

sections. Although these instabilities were identified by

the acoustic resonance of the test section, it is likely that

it is actually a fluid flow instability that causes the tube to

resonate when matching its natural frequency.

Microstructural analysis of the failed test sections indicated
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thatsomefailureswere due to stress fatigue (caused by the

vibrations) and some failures were due to high temperature

fatigue tcaused by a sudden reduction in convective heat
transfert.

Background

Pressure and flow oscillations in convective heat

transfer experiments have been reported in the literature

for many years. 5-13 These phenomena are of significant

interest due to the impact that they have on the heat

transfer system, which includes test section destruction,

heat transfer enhancement, and the potential to drive
combustion instabilities. It is important to note that these

instabilities are not merely an artifact of the single tube

experiments. In tests with a rocket engine thrust chamber

cooled with supercritical methane, 6 pressure fluctuations

were observed in the cooling circuit that were attributed to
the heat transfer.

The test conditions and coolants with which

oscillations have been observed are wide ranging, as are
the physical explanations of the cause of these oscillations.

Further complicating the problem is the fact that many of

the experiments in which oscillations have been reported

did not include or lend themselves to the type of
instrumentation required to characterize the instabilities.
Because similar flow instabilities have been observed in

subcritical boiling experiments, much of the literature

focuses on large property variations due to heating the

coolant as initiating the oscillations. A significant challenge
of identifying the cause of these oscillations is that several

types of oscillations can occur. Reference 7 characterized

a large number of oscillation types. This effort was

conducted with liquid nitrogen and liquid hydrogen

coolants and identified five oscillation types: open pipe

acoustic, Helmholtz, "supercritical mode," plug flow, and

"'sawtooth and negative pulse." In a separate study with
hydrogen, 8 both lateral and vertical (along the tube axis)

oscillations were identified by accelerometers, and it was

noted that heat transfer enhancement only occurred with
the higher frequency lateral oscillations.

Reference 9 describes experiments similar to the

present work with RP-I and DECH flowing through
electrically heated tubes and documents the destructive

effect of oscillations on the test sections. These test were

conducted at 700 psia. By plotting heat flux versus wall

temperature they were able to identify a boiling-like heat

transfer enhancement which began when the wall

temperature reached the point where specific heat was a
local maximum. A mechanism for initiating the instabilities

was proposed based on large variations in viscosity near
the wall at temperatures near critical. 9' I0 The decrease in

liquid viscosity at higher temperatures would cause the

boundary layer to thin, increasing the heat transfer

coefficient. This increase in heat transfer coefficient would

decrease the film temperature with a resultant increase in

viscosity, and the cycle would repeat. Reference 9 further

states that for these fuels at reduced pressures (i.e., operating

pressure divided by critical pressure) greater than
2.5 viscosity variations are small, and therefore the

probability of instabilities occurring should be decreased.

In limited tests at 2000 psia (reduced pressure about 6),
they observed no oscillations. However, reference 5

describes destructive oscillations in tests with JP-7 at

reduced pressures of about three.
In reference 11, the occurrence of instabilities shows

a strong correlation to velocity and wall-to-bulk

temperature ratio in tests with supercritical propane. A
more recent effort 12.13 focused on the influence of

buoyancy forces in establishing instabilities. In this study,
aimed at utilizing the enhancement to heat transfer that has

been reported for oscillating supercritical flows near the

critical point, severe instabilities and a suppression of heat
transfer were observed. It was also demonstrated that the

buoyancy forces could be counteracted, the instabilities

damped, and heat transfer enhanced significantly with the

use of turbulating inserts in the coolant passages.
Although these previous works all suggest a reason or

mechanism for the instabilities, the conclusions are not

consistent from one study to another. In addition, most of

the instabilities were studied as an unexpected phenomena

that occurred in the course of pursuing some other primary
objectives. Therefore, a series of tests was performed to
determine the set of conditions that cause these instabilities

in supercritical JP-7.

Design of Experiment

A design of experiments (DOE) was performed to

minimize the number of tests required and to maximize

the significance of the results. The first step was to identify
all of the variables that could cause, or contribute to, the

fluid instabilities. These control variables were identified

in several groups and are discussed below.

Pressure.--The operating pressure of the fuel in the

test section, especially as it relates to the critical pressure

of the fuel (Pcr= 260 psi), can change the effect that the
other variables will have on the instabilities.

Temperature.--The fuel enters the test section with a

bulk fluid temperature less than critical temperature

(Tcr = 760 °F) and can transition through Tcr before exiting
the test section. It has also been suggested that film

temperature may be the key. Analysis of previous data
with JP-75 indicates that film temperature was in the

vicinity of Tcr whenever instabilities started. Finally, in
reference 9 the authors stated that the instabilities started

when the coolant-side wall temperature approached the

critical temperature of the fuel. However, in previous
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tests,5thewalltemperaturesweresignificantlyhigher
thanthecriticaltemperatureoftheJP-7atthestartofthe
instabilities.Figure1graphicallydepictsthesepossible
temperatureprofilesatthestartoftheinstabilities.

Heatflux.--Insomeexperimentswhereinstabilities
occurredduringtheinvestigationofotherobjectives,the
limitednumberofdatapointsledtotheconclusionthat
heatflux isthedrivingfactor.However.it is likelythat
heatfluxisonlyinteractivewithotherfactors.Forexample,
changingheatflux will affectwall, bulk,andfilm
temperatures.

Testsectiongeometry_.--Differenttestsectionlengths
will change the natural frequency of the test section and

the fluid in it, thus affecting whether the fluid instability
will be transferred into the wall and become audible.

Different lengths will also affect bulk fluid temperatures
at the same heat flux. Test section inner diameter will

affect the bulk fluid, film, and wall temperatures at the
same heat flux. Diameter could also affect flow interactions

between the boundary layer and bulk flow.

Flow rate.--Instabilities could be affected by how

many pounds are available to absorb the heat (mass flow

rate, Ibm/s), by how quickly the fluid moves (velocity,

ft/s), or by the total volume available to absorb the heat

(volume flow rate, ft3/s). By setting any one of these

variables (at constant diameter), the other two flow rate
variables are also set.

Buoyancy forces.--When heating an upward vertical

flow, buoyancy forces act to impair heat transfer. Buoyancy

forces are measured by the Grashof number and are

compared to the Reynolds number to determine if they are

significant. This complicates the statistical analysis, since

these nondimensional numbers are already a compilation

Wall
temperature

Critical __ "_"

temperature_ "__'_ --
/ Film /

tempe__ .f _-

Fluid

temperature

Test section axial distance

Figure 1 .DPossible temperature profiles at start of
instabilities.

of other factors already discussed. Grashof number is

dependent on densities at both bulk and film temperature,

film viscosity, and test section diameter. Reynolds number

is dependent on mass flow rate, diameter, and bulk viscosity.

Higher fluid velocities and inlet temperatures cause

buoyancy forces to become less significant because these

create higher Reynolds number at the test section inlet.
The discussion above identifies 11 variables that

would potentially need to be varied to fully characterize

the cause of the fluid instabilities: pressure, bulk fluid

temperature, film temperature, wall temperature, heat

flux, test section length, diameter, mass flow rate, volume

flow rate, velocity, and inlet temperature. However, as

already mentioned, not all of the variables can be

independently controlled, as there are significant

dependencies among them. After careful consideration of

previous experiments and suggested causes of instabilities,

the list of potential control variables was narrowed down

to five: (1) test section length, (2) test section inside
diameter, (3) mass flow rate, (4) inlet fluid temperature,

and (5) heat flux. The values, or levels, of these five

variables determined the second set of 'control' variables,

which will be called psuedo-control variables: (1) bulk

fluid temperature profile (as a function of axial length in

the test section), (2) film temperature profile, and

(3) coolant-side wall temperature profile.

The test matrix of experiments run followed a statistical

design of experiments (DOE) strategy known as a partially

replicated, half-fraction of a 25 full factorial, or a 25-1

fractional factorial. This DOE permitted the efficient

quantification of the linear and interactive effects of five

experimental factors. Each of the five factors were limited

to just two levels, a low and a high value. The five factors

and their corresponding levels investigated in this study
are listed in table 1.

Table 2 lists the 32 tests required for a 25 full factorial

design. However, only one-half of this test matrix, or 16

unique experiments, are required in a 25-1 fractional

factorial design. These 16 are highlighted in the table.

They permit the estimation of an intercept, five linear, and

10 two-way interactive effects or coefficients. It should be
noted that the other half of the test matrix could have been

tested with equivalent results. Several, but not all of the

16 unique experiments were repeated in order to quantify

experimental reproducibility. These repeats were used in

judging the significance of the various model terms.
The selected combination of variables will result in

several types of film temperature profiles. These profiles

include film temperature less than critical temperature

throughout the test section, film temperature greater than

critical temperature at some point in the test section, and

film temperature greater than critical temperature

throughout the test section. In addition, the high and low
combinations for the five control variables were selected
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TABLE 1 .--HIGH AND LOW VALUES OF CONTROL VARIABLES.

Control variable

X l: test section heated length

X2: inside diameter

X3: mass flow rate

X4: inlet fluid temperature

X5: heat flux

S_,mbol Units Low value High value
L inch 14 20

D i inch 0.1175 0.180

m lbm/s 0.071 0.142

T i °F 60 200

Q BTU/in.2/s 2 4

TABLE 2.--FULL TEST MATRIX FOR FIVE

VARIABLES AT TWO LEVELS EACH.

Test matrix

number

1

2

3

4

6

7

i 8

Control Variables

XI X2 X 3 X4 X5

L. Di, m. Ti, Q,
in. in. Ibm/s °F BTU/in.2/s

14 .180 .0707 60 2

14 .180 .0707 4
14 A80 .0707 200 2

i

14 .180 .0707 200 4

i1414 .180.180 .14141ii 60!!!_.1414 60 24

14 .180 .1414 200 2

14 .180 ,1414 200 !I ..... 4

9 14

10 14

11 14

12 14

13 14

14 14

15 14

16 14

i1175 i,,i,,i,,0707_F
.1175 .0707 60 4

.1175 .0707 200 2A175 .0707 200 4

.1175 .1414 60 2

A175 A414 i i 4
]11111

.1175 .1414 200 i 2

.1175 .1414 200 4

17 20

18 20

19 20

20 201

21 20

22 20

23 20

24 20

.t80 ,0707 60 2

.180 .0707 60 4

.180 •0707 200 2

A80 ,200,i,!' _ 4 _i

.180 .1414 60 2

.180 [ :14t4 60 4

.180 !i .1414 ii 200 ' 2

.180 .1414 200 4

25

i

, llll i

28

20

20,,
ii

20

20

.1175 .0707 60 2

.1175 .0707 " 60 " 4 ....
i !! i i i

.1175 :07o7 ,,,20o ,,2
• 1175 .0707 200 4

29 ]20
30 20

31 20

32 20 i

• 1175! ! :t414. _60 ' 2

.1175 .1414 60 4

.1175 .1414 200 2

.1175 .1414 ' 2001 4

to create similar film temperature profiles with different
combinations of control variables.

Buoyancy Forces

To determine if buoyancy forces were significant, the

definition of Grashof number and basis of comparing it to

Reynolds number were taken from reference 14. For
vertical flow, the Grashof number, which is the ratio of

buoyancy to viscous forces, is based on the integrated

density, and is defined here as:

(1)

with

= (T w _ Tb )-1 j'£,,, paT _- pf (2)

where

p density

_t viscosity

g gravitational constant

T temperature
d inside diameter

and the subscripts w, b, andfstand for wall, bulk, and film,

respectively. Reynolds number is the ratio of inertia to
viscous forces and is defined here as:

4rn
Re b -

rg/p b

where rh = mass flow rate.

Buoyancy forces are considered to be significant in
vertical flow if: 14

Gr b
Re2.--------y> 1 "10 -5 (3)

The value of Reynolds number can be increased to

make buoyancy forces less significant by either an increase

in mass flow rate or an increase in fluid temperature
(thereby decreasing viscosity). Although a decrease in

viscosity would also increase Grashof number, this is

offset by the corresponding decrease in density with

increased temperature. In the test matrix selected, buoyancy
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forcesaresignificantatthetestsectioninletforallcases
withthelowestvelocityandinsignificantforallcaseswith
thehighestvelocity.However,forthecaseswithamedium
velocity,thesignificanceof thebuoyancyforceswas
affectedbycontrollingthefuelinlettemperature.Atan
inlettemperatureof60°Fbuoyancyforcesweresignificant,
butat200°Ftheywerenot.Becauseincreasingthefuel
temperatureincreasesReynoldsnumber,buoyancyforces
becameinsignificantatsomepointinthetestsectionfor
mostofthecases.

Test Facility, Hardware, and Procedures

The tests were conducted in the NASA Glenn Research

Center Heated Tube Facility. The combustible liquids

system was used for these tests. The entire facility is
described in detail in reference 15.

Facilitz

A simplified schematic of the combustible liquids

system is shown in figure 2. The test section was mounted

vertically within a vacuum chamber that was kept below

0.01 psi (69 Pa). The vacuum environment minimized

heat losses due to convection and provided a measure of

safety in the event of a fuel leak. The test section was

heated electrically by passing a current through the tube.

Four direct current power supplies were available, each

capable of 1500 A and 80 V. The fuel was stored in a

supply tank rated for pressures up to 1650 psi. The driving

force was provided by pressurizing the supply tank with

gaseous nitrogen. Separate valves were used for flow rate

and test section back pressure control. A Coriolis-force

flow meter was used to provide accurate flow measurement

of the JP-7 fuel. The coolant temperature and pressure

were measured at the inlet and exit of the test section by

thermocouples and pressure transducers, and heat input

was determined by recording the voltage and current

applied to the test section. These facility and research

instrumentation data were recorded on the facility's data

system at a rate of one sample of each signal per second.

Several additions were made to the facility for this

test program:

Vent

Valve

( '_ Filter

I k--

I
Drain
Valve

Back Pressure
Control Valve

Vacuum
Chamber

Heat
Exchanger

_Water Supply

Thermal
Expansion
Stress Relief

Test
Section
Skin TC's

Viewing
port

Electrical
Heating
Power
Connection

.,,----- Regulated
GN2 Supply

Pressurization Flow Meter

Valve _-_

--J_ Flow Control
Fuel Preheaterf Valve

Inlet
Plenum

Figure 2.---Schematic of combustible liquid flow system in the NASA Glenn Research Center Heated Tube Facility.
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• Afuelpreheaterwasaddedtoprovidetheabilityto
raisetheinlettemperatureof thefuel.Thiswas
accomplishedbywrapping-40 ft of the fuel inlet

line with resistance heaters. By maintaining the
surface temperature of the inlet line at ~250 °F, the

inlet fuel temperature could be increased to 200 °F.

• Two high frequency piezoresistive pressure

transducers were added to measure the pressure
fluctuations at the test section inlet and outlet.

These transducers had a minimum resonance

frequency of 20 000 Hz, and their output signals

were recorded on a FM tape recorder with an

analog bandwidth of 20 000 Hz for each signal

channel. These dynamic signals were later digitized

for analysis. The high-frequency pressure

transducers were used as the primary response data

for indication of the presence of fluid instabilities.

• Two viewing ports were added to the vacuum

chamber can to allow for remote viewing of the test

section. If the test section was at high temperature

when instabilities occurred, low frequency wall

temperature fluctuations were visible as a change
in the thermal signature as viewed by the video
camera.

Test Hardware

The test sections for these tests were fabricated from

Haynes 230 tubing with a wall thickness of 0.035 in. and
an outside diameter of either 0.25 or 0.1875 in. The total

length of the Haynes tube was either 27 or 29 in., with

either 14 or 20 in. of heated length. Copper disks of 0.5 in.

thickness were brazed to the tube and provided convenient

electrical connections for test section heating.

The test sections were instrumented with type K
thermocouples which were spot welded directly to the

outer surface. The thermocouples were located at 1, 2, 5,
9, 12, and 13 in. from the start of the heated section for the

14-in. test section (fig. 3), and at 1,2, 5, 10, 14, 18, and 19
in. for the 20-in. test section. Each test section was

calibrated in a water-cooled calibration rig prior to testing

in order to check and correct for induced temperature bias

error in the thermocouples caused by the voltage across

the test section. Reference 16 discusses this error potential

and the method used to correct for it if present.

Coolant Properties

Thermophysical properties of n-dodecane (C12H26)

were used to model the JP-7 fuel. 17 The n-dodecane

properties were obtained from the National Institute of

Standards and Technology reference database. 18Critical

conditions were assumed to be 260 psi and 760 °F
(1.8 MPa and 404 °C).

27"

14"

9.5" I
R

Voltage Tap

Voltage Tap

JP-7
Inlet

Figure 3.--Schematic of 14 inch test section hardware
and instrumentation (TC - thermocouple).
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Procedure

A typical test run procedure started by filling the

supply tank with JP-7 and pressurizing the ullage with

gaseous nitrogen. The empty return tank was vented to the

atmosphere. The coolant flow was stabilized at flow rate

and back pressure (1000 psi) set points prior to turning on

the electrical heating power supplies. The power was

increased in steps until the target heat flux was achieved.

Some of the tests were stopped at a heat flux lower than the

target value when the instabilities caused large wall

temperature fluctuations that threatened to cause test

section failure. Figure 4 shows the profiles of fluid outlet

temperature, heat flux, and coolant-side wall temperature

versus test time for a representative test. This test was
unstable, and the effects of the instabilities can be seen in

the wall temperature fluctuations while heat flux was held

constant during the last 45 sec of the test.

Coolant side wall temperature was calculated from
the hot side wall thermocouples using two methods. The

first method was an iterative procedure that calculated

local heat flux, electrical resistivity, and thermal

conductivity for each portion of the test section containing

a thermocouple. The second method used direct radial

conduction assuming equal power distribution throughout

the test section. Coolant wall temperatures calculated
from the two methods were within 1° of each other.

Typical temperature deltas across the wall of the test
sections were between 100 and 150 °Fat the low heat flux

and 200 and 250 °F at the high heat flux.

Results and Discussion

Due to experimental limitations and constraints in the

factors X 3 = mass flow rate, X 4 = inlet temperature, and

X 5 = heat flux, it was impossible to achieve exactly the
levels called for in the DOE. Table 3 shows the results

from the actual experimental runs. Test matrix number

identifies the planned target conditions from table 2. Rdg

number is the test reading number and is included to

delineate between repeated tests of the same test matrix. In

order to assess system reproducibility and thus judge

signi ficance of investigated effects, test matrix numbers 2,

1 I I -5.0

Coolant-side wall Jt _]k.gg k_c_J
temperature at 1 inch

1400 _ .4.5

___4o
1200 J Heat Flux __

_._ .3.5

/'- F 3.0

- / J /_. 8oo...... 2.5 _×
Fluid Outlet

# Tem _erature .................!.................... 2.0 "_
600 / ...."..............."" _

//- ...................... ..........

..............._ 1.5

400 ........

......................"" 1.0

200-

_ .... 0.5

O" -0

0 50 100 150 200 250 300 350 400 450

Time (s)

Figure 4.--Typical profile of wall temperature, heat flux, and fuel outlet temperature, test matrix 2, reading 81.
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3, 5, 8, 20, 26, 27, 29, and 32 were repeated one or more

times. Notice that the experimental condition with low

mass flow rate and the other four variables at their high
levels was not attainable (test matrix 20). Instead, a lower

level of X 5 = Heat Flux was used. Notice also that an

"extra" experiment was run at the condition X 1= length at

the high value of 20 in. and all other X iat their low values.
This is the experiment labeled test matrix 25 in table 3. All

values for the control variables, temperatures, and fluid

parameters listed in the table are an average value during
the period of the test at which the heat flux was at its target

value (or the maximum attainable).

The maximum wall temperature in the table is the

coolant-side wall temperature calculated from the

therrnocouples on the outside of the test section. The

location of the maximum temperature varied. For the

majority of the tests, the hottest portion of the wall was

near the beginning of the test section (measured by either

the I stor 2nd thermocouple). However, for about one third

of the tests, the hottest portion of the test section was in the

second half of the heated length. The maximum fluid

temperature listed in the table is the measured coolant

outlet temperature. Film temperature is the average of
wall temperature and fluid temperature, and the maximum

film temperature listed is the value where this was a

maximum (usually near the beginning of the test section).

Reduction of High-Speed Data

Figure 5 shows the raw data from the outlet pressure

transducer for some representative tests. Nominal pressure

for all cases was 1000 psi. An unstable test condition is

shown in figure 5(a), where the outlet pressure oscillations

for test matrix 5 (reading 27) are consistent and large

during the entire time at the target condition. The maximum

peak to peak fluctuation was ~260 psi, and the predominant
frequency was about 660 Hz (and several harmonics). For

some unstable conditions, there were brief periods of
weaker pressure oscillations in the midst of strong

instabilities. This can be seen in figure 5(b) (test matrix 22,

reading 46), where there are -3 sec of weaker oscillations

during the 15 sec total time at the target heat flux. However,

since this test provided the strongest oscillations, with a

maximum peak to peak of 1000 psi, even the relatively

weaker period had a peak to peak of 280 psi. During the

strong oscillations, the predominant frequency was around

1910 Hz; figure 5(c) shows -10 cycles at 10 sec into the

test. During the weaker oscillations, the frequency of 1910

Hz was strong, but there were also additional nonharmonic

frequencies of 2150 and 2350 Hz. Figure 5(d) (test matrix

23, reading 46) shows another unstable condition. This

one has a pattern of pulsating periods of instabilities.

Typical peak to peak during the instabilities was 350 psi,

with several overlapping frequencies between 575 and

3800 Hz. In this case, the periods in between the strong

oscillations had near zero peak to peak fluctuation and

therefore no identifiable frequency. Figure 5(e) (test matrix

25, reading 77) has a similar pattern of pulsating periods

of instabilities. In this case, the periods of stronger

oscillations occurred closer together with a peak to peak of

~ ! 00 psi; the periods of weaker oscillations were not zero,

but had a peak to peak of -40 psi. Both periods had a

similar frequency around 585 Hz. Figure 5(f) (test matrix

2, reading 81 )is a combination of long periods of consistent,

strong oscillations and periods of pulsating oscillations.

Finally, figure 5(g) (test matrix 29, reading 74) shows the

outlet pressure oscillations for a typical stable test condition.

In this case, peak to peak oscillations were on the order of

10 psi.

The root mean square (RMS) magnitude of the outlet

pressure oscillation was used as the response variable and

primary indicator of whether a condition was stable or
unstable. The value of the RMS is an indicator of both the

magnitude and the shape of the pressure fluctuations and

is proportional to the square root of the total area under the

squared pressure trace. The RMS waveform was chosen

because the mean square signal is proportional to the

energy which the oscillations of coolant pressure can

deliver to the test section, and the RMS is proportional to

the instantaneous outlet pressure amplitude. It is more

appropriate, therefore, to use the RMS rather than the peak

values to measure the effect of an irregular (nonsinusoidal)
waveform.

The last three columns in table 3 list the root mean

square (RMS) magnitude of the outlet pressure oscillation

for cumulative probability distribution values of 10, 50, and

100 percent. In the fin'st row of the table, for example, the

oscillations of outlet pressure were less than 10.2 psi RMS

10 percent of the time, were less than 16.1 psi RMS 50

percent of the time, and were always less than the maximum

of 31.1 psi RMS. The values in the last three columns of the

table provide information about the magnitude and duration

of the generally intermittent periods of oscillating outlet

pressure during a contiguous time interval manually selected

when all control variables were at (or near) their target

values. Although this contiguous time interval was short ( 1

to 4 sec) fora few tests, it was between 10 and 55 sec long
for most of the tests.

The RMS outlet pressure values listed in table 3 were

calculated using the following procedure. First, the RMS

pressure waveform as a function of time was calculated

from the dynamic outlet pressure data recorded on analog

FM magnetic tape. The outlet pressure data from the

instrumentation tape were played back with the full analog

bandwidth of 20 000 Hz (i.e., cycles/sec). An 8-pole

elliptic low pass analog filter was then applied to the data

with a cutoff frequency of 4000 Hz and a 130 dB/octave

initial rolloff to provide antialiasing by at least

80 dB. That conditioned signal was then digitized by a

NASAFFM--2000-210345 9
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Figure 5.--Raw outlet pressure data for representative tests. (a) Unstable test, maximum peak-to-peak
approximately 260 psi. (b) Unstable test with two distinct ranges, maximum peak-to-peak approximately
1000 psi. (c) Expanded portion of fig. 5b data showing approximate frequency of 1900 Hz. (d) Unstable
test with pulsating instabilities. (e) Unstable test with pulsating instabilities (faster repeat rate than in
fig. 5d). (f) Unstable test with irregular pattern. (g) Stable test.
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Figure 5.--Continued. (c) Expanded portion of fig. 5b data showing approximate frequency of 1900 Hz.

(d) Unstable test with pulsating instabilities.
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Figure 5.mContinued. (e) Unstable test with pulsating instabilities (faster repeat rate than in
fig. 5d). (f) Unstable test with irregular pattern.
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25 30

16-bit analog-to-digital converter at a rate of 10 000

samples/sec. A finite impulse response (FIR, or "moving

average") high pass digital filter with a cutoff frequency

of 200 Hz and a window width of 1024 samples
(i.e., computing the output sample at each time t by

calculating a weighted average of the input samples in a

window from time t - 0.0512 sec to t + 0.0512 sec) was

used to remove the gradually changing mean value from

the data. The cutoff frequency of 200 Hz was chosen to

preserve all significant pressure oscillations while

eliminating low frequency mean pressure offsets and any
electrical noise at the first three harmonics of the 60 Hz

power. During periods of instability, the filtered pressure

waveform typically looked like a distorted sinusoid with

gradual variations in peak amplitude as a function of time.

For a few tests there were bursts of high amplitude

oscillations (see fig. 5). Changes in the overall magnitude

of this waveform were represented by the square root of

the running mean of the squares (i.e., the RMS) of the
instantaneous data values. This RMS waveform was

computed by squaring each high-pass-filtered data sample,

applying a finite impulse response low pass digital filter

with a cutoff frequency of 10 Hz and a window width of

2048 samples (i.e., 0.2048 sec), and then calculating the

square root of each resulting low pass filtered sample. The

RMS waveform varied rather slowly (less than about

10 cycles/sec), essentially following a smoothed envelope
above the distorted sinusoidal waveform.

After the RMS pressure waveform as a function of

time was calculated, the cumulative probability distribution
could be determined. The initial 0.1 sec and the final

0.1 sec of the RMS waveform were always discarded to

eliminate end effects of the digital filtering. The pressure

range from the minimum to the maximum peak values of

the truncated waveform was then divided into 200 equal

"bins," and the probability density function of the truncated

RMS waveform was computed by counting the number of

samples in each bin and dividing by the total number of

samples in the waveform. The cumulative probability

distribution, F(p), of the truncated RMS waveform was

then determined by computing the integral of the discrete

probability density function, where F(p) is the probability

that the truncated RMS pressure waveform is less than p.

Therefore, F(p) increases monotonically from 0 to

100 percent as p increases from the minimum to the

maximum pressure of the truncated RMS waveform. The
values in the last three colunms of the table are the

interpolated RMS pressures Po.1, Po.5' and Ph0 where

F(P0.Â)= 10 percent, F(P0.5)=50 percent, and

F(pt. 0) = 100 percent.
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Analysis of Data from Actual DOE

The statistical analysis of the data was performed

using Y = maximum RMS outlet pressure (Pl.0) as the

response variable (i.e., the last column in table 3). The first

step in the analysis of the data was to conduct an analysis

of the "'repeat" experiments. Notice from table 3 that some

of the "repeats" were too far off to be used as estimates of

the system reproducibility. Therefore, it was necessary to

first define which of the experiments were close enough in

the X space to truly call them "repeats." For example, the

experimental condition designated test matrix 2 had one

very different repeat with X 5 = heat flux at a much lower

level of 2.66 (reading 27), The following ad hoc

designations were employed, where X i Rep. Range was

the range of the X i values over just the "repeats" and X i

Total Range was the range of the experimental X i values

over all 30 experiments.

"'Good" Reps. [(X i Rep. Range)/(X i Total Range)]

x 100 percent < 5 percent for each X i

With the various types of "repeats" identified, it was

possible to examine the response variable, Y = maximum

RMS outlet pressure (Pl.0)' to determine the system

reproducibility. Unfortunately, the system reproducibility

was less than optimal. For example, notice that in the

"repeat" sets of test matrices 5 and 26 (which were

designated "Good" or close together in the X space), the

response values spanned the very large ranges of Y = 1.36

to 65.7 for test matrix 5 and Y = 1.36 to 80.6 for test matrix

26. Then, in the "repeat" set for test matrix 8 (which was

designated as "Fair" or fairly close together in the

X space), the response values spanned an extremely large

range ofY = 1.68 to 109.4. With the exception of one very

large response value of Y = 338.3, these "repeat" ranges

of response values were approaching the level of the entire

range of response values over all 30 experiments. This

made the construction of a highly precise, predictive

regression model difficult. However, it was possible to

identify and quantify trends, both linear and interactive

among the five factors studied.

"'Fair" Reps. [(X i Rep. Range)/(X i Total Range)]

x 100 percent < 10 percent for each X i

"Poor" Reps. [(X i Rep. Range)/(X i Total Range)]

x 100 percent < 25 percent for each X i

Note that these designations are based on X values

only. Once the "repeats" had been identified, then their

corresponding Y response values were analyzed. Table 4

lists just the "repeats" and is, therefore, a subset of the

entire actual DOE presented in table 3.

Statistical Model

As stated previously in the Design of Experiments

section, the 25-1 fractional factorial DOE permitted the

estimation of all five linear effects and all 10 two-way

interactive effects among the five variables. A multiple

linear regression analysis was conducted using

Y = maximum RMS outlet pressure (Pl.0) as the response

and the 15 aforementioned estimable effects as the

coefficients on the candidate model terms. Each X i in the

model was transformed or "scaled" from its experimental

range of values of XiMIN to XiMAX to a range of + 1. This

TABLE 4.--IDENTIFICATION AND ANALYSIS OF "REPEAT" EXPERIMENTS.

Repeat Test X 1, X2, X3, X4, X 5, Y,

designation matrix length diameter mass flow rate inlet temp heat flux max RMS
number pressure

"Poor" 2 14 0.1800 0.0750 68.1 4.003 27.9020

0.0751 66.0 3.753 1.2158

0.0767 66.2 3.571 1.2475
"Fair" 3 14 0.1800 0.0748 185.8 1.994 1.4129

0.0748 200.5 2.039 1.5958
"'Good" 5 14 0.1800 0.1464 57.3 2.041 65.7320

0.1484 54.6 2.018 2.1112

0.1498 62.0 1.999 1.3615
"Fair" 8 14 0.1800 0.1435 196.4 3.997 1.6819

0.1458 194.1 4.003 3.1146

0.1481 184.1 4.006 109.370
"'Poor" 20 20 0.1800 0.0776 189.4 2.401 96.0000

0.0788 200.2 2.898 7.1929

"Good" 26 20 0.1175 0.0752 62.0 3.990 1.3577

0.0753 70.1 4.013 80.5880
"Good" 27 20 0.1175 0.0757 175.2 1.998 1.2970

0.0775 182.9 2.002 1.2632
"Fair" 29 20 0.1175 0.1482 70.1 2.021 1.3251

0.1493 56.0 1.989 1.4914

"'Poor" 32 20 0.1175 0.1475 189.4 3.495 1.3324

0.150l 189.0 4.014 1.4962
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was simply accomplished by subtracting offthe midpoint

of the X i range and dividing by half of the Xi range.
The essence of a multiple linear regression analysis is

to estimate the model coefficients (the effects) and judge

them as either statistically significant or as not statistically

significant. Those model terms with coefficients that are

judged as not statistically significantly different from zero
are dropped from the model. Table 5 contains the results

from the multiple linear regression analysis. It shows the

statistically significant model terms, the estimated
coefficients (the effects) and their confidence level. Note

that the estimated coefficients in the table are appropriate

for use with the scaled X i' s. The interpretation of a model
term's confidence level is that its coefficient is

distinguishable from zero with that degree of certainty or

probability. Model terms with confidence levels less than

90 percent were dropped from the model. The statistical

model equation for the maximum RMS outlet pressure

oscillation is shown in equation (4). It is valid over the

ranges of the control variables studied.

the number of data points (30 in this case) and P is the

number of estimated model coefficients (11 in

this case). It is a measure of goodness of fit of the model

to the data. Sy. X for the response Y = maximum RMS
outlet pressure was 33.99. Approximate 95 percent

confidence intervals on future model predictions

(sometimes referred to as 95 percent prediction errors) are

+2Sy. X or in this case +68. To put this in perspective, note
that the total range of the response Y = maximum RMS

outlet pressure was from 1.2 to 338.3. Therefore, the

resultant regression model was not a very precise predictor

of the response. This was, however, the anticipated result

based on the analysis of the "repeats." Hence, while the

model is not an extremely precise predictor of the response

Y = maximum RMS outlet pressure, it does reveal many

statistically significant effects and trends.

Perhaps the most interesting conclusion from the
fitted model is that there is no direct linear affect of heat

flux on the occurrence of the instabilities. In addition, heat

RMS(Pout)l.O=44.82+31.98(L-17"OI_ )+37.50(Di-0"14875t+1730(rh-0"ll18/0.03i_-5J " \ 0_0--1 )-31.22(T/-121"6)-78.--_

+'_71,. 5( L- 17"0\ 3---.-_ )\/(Di-0"14875-0_ J-129.65( L-17"0-3.-O)(T/7_._._1.6)+ 18.20 / Di-0.148750.03125J_,/(n_-0"110..__0]18)]

_24.001Di-O'148751(Ti-121"61+24.80(rit-O'll18
(4)

Two important summary statistics for a multiple

regression analysis are R 2 and Sy. X. R 2 is the fraction of

the total variability in the Y response that is being explained

by the model. It is calculated by R 2 = [Y_(YPredicted -

YBar)]/[Y_(YActual - YBar)], where YBar = the mean of all
of the response data. The R 2for the response Y = maximum

RMS outlet pressure was 0.8478. Hence, about 85 percent

of the variability in the response was accounted for by the

final regression model. The standard deviation of regression

is Sy. X = [Y_(YActual - YPredicted )2/(N - P) ] 1/2, where N is

TABLE 5.--MULTIPLE LINEAR REGRESSION RESULTS

FOR Y = MAXIMUM RMS OUTLET PRESSURE.

Model Term Estimated Confidence

Intercept

Length linear term
Diameter linear term

Mass flow rate linear term

Inlet temperature linear term

Length* diameter interaction

LenFth* inlet temp interaction
Diameter*mass flow rate interaction

Diameter*inlet temp interaction
Mass flow rate*heat flux interaction

Inlet temp*heat flux interaction

coefficient level,

_0ercent

44.82 99.99

31.98 99.98

37.50 99.99

17.30 96.91

-31.22 99.89

27.15 99.90

-29.65 99.85

18.20 98.11

-24.00 99.22

24.80 99.27

-21.11 96.59

flux appears in only two (of a possible four) interaction

terms, with mass flow rate and inlet temperature.
There are four linear terms in the fitted model,

indicating the linear effects of length, diameter, mass flow

rate, and inlet temperature. When significant interactive
effects are present, it is best not to try to understand the

linear effects by looking at estimated coefficients in a

table. However, it is interesting to note that all of the

coefficients for inlet temperature are negative (i.e., the

linear term, and the interactions with length, diameter, and

heat flux). This would seem to imply that the instabilities

should weaken with increasing inlet temperature. As inlet

temperature increases, buoyancy forces become less

significant due to decreasing viscosity, which causes

Grashof number to decrease while Reynolds number

increases. The negative coefficients on the inlet temperature

terms could therefore imply that buoyancy forces are a

significant contributor to the instabilities. However,

buoyancy forces are also affected by other variables that

have the opposite effect on the instabilities. For example,

increasing mass flow rate increases Reynolds number and

subsequently decreases the significance of the buoyancy
forces. All coefficients on the mass flow rate terms,

however, are positive, which would seem to indicate that
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increasing mass flow rate increases the strength of the

instabilities, even though buoyancy forces are decreased.

A more complete evaluation of the effects of buoyancy
forces is discussed later in this section.

The best way to view the linear and interactive effects

within the model is with three-dimensional plots. Figures 6

to 11 depict not only the four significant linear effects of

the factors studied, but also show the six statistically

significant interactions. It is important to note the direction

of low to high values on the x-axes, as it was varied on each

plot to provide the best three dimensional view.
The f'trst interaction term in the model is the interaction

between length and diameter. Figure 6 shows the effect of

length and diameter on maximum predicted pressure
oscillation when all other variables are held constant at a

mid-point value. If there was no interaction between the
two variables, then the linear effect of diameter would not

depend on the value of length. However, figure 6 clearly

shows that there is an interaction. At short length, the

maximum RMS pressure oscillation increases only slightly
with increasing diameter. However, at long length, the

RMS pressure oscillation increases significantly with

increasing diameter. Similarly, at small diameter, the

RMS pressure oscillation increases slightly withincreasing

length, but at large diameter the RMS pressure oscillation
increases significantly with increasing length.

The second interaction term in the model is the

interaction between length and inlet temperature. Figure 7

shows the effect of varying these two parameters while all

others are held constant at a midpoint value. From the

figure it can be seen that at short length, the RMS pressure

oscillation is unaffected by inlet temperature. At long

lengths, however, the decrease in pressure oscillation with

increasing inlet temperature is significant. When looking

at the trends of the graph for constant inlet temperature, the
trends are similar, but reversed. At high inlet temperature,

the RMS pressure oscillation is unaffected by length. At

low inlet temperature, however, the increase in pressure

oscillation with increasing length is significant.
The third interaction term in the model is the interaction

between diameter and mass flow rate. Figure 8 shows this

interaction. At low values of diameter, the RMS pressure

oscillations are relatively unaffected by increasing mass

flow rate. At high diameter, the pressure oscillations

increase with increasing mass flow rate. At both low and

high values of mass flow rate, the pressure oscillations

increase significantly with increasing diameter, with the

increase at high mass flow rate being more pronounced
than at low mass flow rate.

The fourth interaction term in the model is the

interaction between diameter and inlet temperature.

Figure 9 shows the relationship between the two variables.
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Figure 6.---Interaction between diameter and length (mass flow rate, inlet temperature,

and heat flux held constant at mid-point).
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Figure lO.mlnteraction between mass flow rate and heat flux (length, diameter, and inlet

temperature held constant at mid-point).
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At both low and high diameter, the RMS pressure oscillation

decreases with increasing inlet temperature. The rate of

decrease is much steeper at high diameter. At both low and

high values of inlet temperature, the pressure oscillations

increase with increasing diameter, although the rate of

increase is much more significant at low inlet temperature.
The fifth interaction term in the model is the interaction

between mass flow rate and heat flux. Figure 10 shows this

interaction. At high mass flow rate there is only a small

increase in pressure oscillations with increasing heat flux.

However, at low mass flow rate there is a significant

decrease in pressure oscillations with increasing heat flux.

At low heat flux, there is little effect on pressure oscillations

with increasing mass flow rate. However, at high heat flux

there is a significant increase in pressure oscillations with

increasing mass flow rate.
The last interaction term in the model is the interaction

between heat flux and inlet temperature. This is illustrated

in figure 11. At both low and high heat flux, the pressure

oscillations decrease with increasing inlet temperature,

with a steeper decrease at high heat flux. At low inlet

temperature, there is an increase in pressure oscillations

with increasing heat flux, while at high inlet temperature

there is a decrease in pressure oscillations with increasing

inlet temperature.

Prediction of Ins_abifities

To evaluate the ability of the model to predict whether

a set of conditions will provide stable or unstable flow,

equation (4) was used to calculate predicted values of

RMS pressure for each of the set of test conditions. These

results are listed in table 6 and shown in figure 12 plotted

against the actual RMS pressure results. To delineate

between a stable and unstable response, it was (arbitrarily)

determined that a maximum RMS pressure of 10 psi or

greater indicated that the condition was unstable. In the

figure, a vertical line passing through 10 psi on the x-axis

shows the experimental split between stable and unstable

cases. Every response that falls to the right of this line is

considered unstable. A horizontal line passing through 10

psi on the y-axis shows the predicted split between stable

and unstable cases. Every response that falls above this

line is predicted to be unstable.

If the model provided perfect predictions of whether

a condition would produce a stable or unstable response,

then every point to the right of the experimental dividing

line would also fall above the model's dividing line.

Similarly, every point to the left of the experimental

dividing line would fall below the model's dividing line.

In figure 12, a majority of the points follow this pattern

(8 unstable points and 10 stable points). To understand
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Test matrix

number

TABLE 6.--ACTUAL VERSUS MODEL PREDICTED RESPONSE VALUES.

Length, Diameter
in. in.

2 14 0.18

2 14 0.18

2 14 0.18

2 14 0.18

3 14 0.18

3 14 0.18

5 14 0.18

5 14 0.18

5 14 0.18

8 14 0.18

8 14 0.18

8 14 0.18

9 14 0.1175

12 14 0.1175

14 14 0.1175

15 14 0.1175

17 20 0.18

20 20 0.18

20 20 0.18

22 20 0.18

23 20 0.18

25 20 0.1175

26 20 0.1175

26 20 0.1175

27 20 0. I 175

27 20 0.1175

29 20 0.1175

29 20 0.1175

32 20 0.1175

32 20 0.1175

Control Variables

Mass flow rate, Inlet Heat flux.lbm/s temperature, BTU/in.2/s)
oF

/

0.0717 58 2.66

0.0767 66 3.57

0.0751 66 3.75

0.0750 68 4.00

0.0748 201 2.04

0.0748 186 1.99

0.1464 57 2.04

0.148,_ 55 2.02

0.1498 62 2.D0

0.1481 184 4.01

0.1435 196 4.00

4.000.1458 194

0.0768 44

0.0756 183

2.00

3.99

0.1500 43 3,99

0.1434 186 2.02

0.0748 51 2.02

0.0776 189 2.40

0.0788 200

0.1519 43

2.90

4.02

0.1488 180 2.02

0.0742 76 2.00

0.0753 0 4.01

3.990.0752 62

0.0775 183 2.00

0.0757 175 2.00

0.1482 70 2.02

0.1493 56 1.99

0.1501 189 4.01

0.1475 189 3.50

Maximum RMS

Outlet Pressure (psi)
Actual Predicted

31.1 11.0

1.25 6.24

1.22 2.96

27.9 --.0.34

1.60 6.70

1.41 9.50

65.7 38.0

2.11 37.9

1.36 37.08

109 40.7

1.68 26.6

3.11 31.4

1.26 -18.2

1.55 -17.0

1.40 22.8

1.39 18.1

152 188

96.0 61.6

7.19 32.1

338 307

99.7 104

3'1.8 45.3

80.6 28.3

1.36 37.1

1.26 21.4

1.30 24.2

1,33 0.25

1.49 1.22

1.50 -14.6

1.33 -18.5

why the model fails to accurately predict the nature of the

remaining test conditions, the remaining points will be

considered in two groups.

There are two points, which are circled and labeled in

the figure, that were experimentally unstable, but were

predicted to be stable by the model. These two points were
both from test matrix 2. It can be seen from Table 3 that

although these two points were unstable, the other two tests,

or "'repeats," at this condition were stable. Therefore, it is

understandable that the model would predict this condition
to be on the borderline between stable and unstable.

There are ten points that were experimentally stable,

but were predicted to be unstable by the model. These are

also circled and labeled in the figure. Of these ten points,
six of them came from a test matrix condition (test matrix

5, 8, 20, and 26) where a repeat test produced an unstable

response. Two of the ten points were from a condition (test
matrix 14 and 15) where there is no repeat data available.

These results can be summarized by observing that any

condition that produced at least one strongly unstable

response (>30 psi RMS) will be predicted unstable by the

model, even if some repeats were experimentally stable.

The only inconsistency from the results of the fitted model

is that it predicts the condition at test matrix 27 to be

unstable, even though both of the experimental tests

produced a stable response. The answer may lie in the fact

that at least one curvilinear effect is present which was not

estimable with the DOE strategy chosen.

Enhanced Heat Tr_sfer

Previous experiments have noted that the onset of the

instabilities coincides with the beginning of enhanced
heat transfer. 5"9 However, other experiments have
concluded that the enhancement in heat transfer

during unstable flow is minimal. 12 Figure 13 shows heat

flux as a function of coolant side wall temperature for two

runs of test matrix 26. Although these two tests were run

at the same conditions, one remained stable (reading 78),
while the other became unstable (reading 29). The data

from the stable test shows a steady, slightly steeper than

linear, increase in heat flux with wall temperature. This is

typical of forced convection cooling. The data from the

unstable test shows poorer initial cooling, as evidenced by
the lower slope. However, shortly after pressure
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oscillationsbegan,anenhancedcoolingmechanism
alloweda largeincreasein heatflux withverylittle
increasein walltemperature.Becauseof thisenhanced
cooling,thewalltemperatureoftheunstabletestataheat
fluxof 4 BTU/in.2/swasslightlylowerthanthewall
temperatureof thestabletest.However,thisenhanced
coolingprovidedonlya10percentimprovementinwall
temperaturerise,well belowthe40 to 100percent
improvementnotedinearlierworks.5.9

Onereasonforthelowercoolingenhancementreported
hereisthatinthisexperimentalprogram,certainsetsoftest
conditionswererepeated(suchastestmatrix26),andthese
repeatswereinconsistentin termsofprovidingstableor
unstableflow.Whilethisinconsistencyin producing
instabilitiescauseddifficultiesindevelopingapredictive
model,it didprovideanopportunitytobetterevaluatethe
enhancedcoolingobtainedduringunstableoperation.When
thedatafromtheunstablereading29 is evaluated
independently,thenit appearsthatcoolingwasenhanced
nearly75percent(basedontheslopesoftheheatfluxcurve
beforeandaftertheinstabilities).Comparingthefinalslope

oftheunstablereading29withtheslopeofthestablereading
78,however,showsnodifferenceincooling.The10percent
improvementinwalltemperatureatthefinalconditionsis
merelyachievedfromthediscontinuitythatoccurredshortly
aftertheinstabilitiesbegan.Thisconclusionmoreclosely
matchestheresultsreportedin reference12,wherethe
experimentaldatashowedminimalimprovementinheat
transferduringtheinstabilities.

Temperature Dependence

As discussed earlier, the high and low values of the

control variables were selected such that they would

produce wall, film, and bulk fluid temperature profiles

that were below, near, or above critical temperature of the

fuel. It had been reported in previous experiments 9.10 that

approaching critical temperature, where there are some

sharp changes in fluid properties, was the predominant

cause of the instabilities. Figure 14 shows the coolant

wall, fluid, and film temperature profiles along the entire
heated length for several tests. In figure 14(a), the

temperature profiles are shown for test matrix 8 (rdg 36)
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Figure 14.--Temperature profiles. (a) Start of instabilities, test matrix 8, Rdg 36. (b) Start of instabilities, test
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attheconditionswhereinstabilitiesfirststarted(heat flux

approximately equal to 2.66 BTU/in.2/s). It can be seen in

the figure that the film temperature rose above critical

temperature near the end of the test section. One could

therefore conclude that sharp changes in the fluid properties

near the wall at this location created a boiling-like

phenomenon which triggered fluid instabilities that were

propagated throughout the test section.

In figure 14(b), the temperature profiles are shown for

test matrix 2 (rdg 81), also at the conditions where
instabilities first started (heat flux approximately e_tual to

3.0 BTU/in.2/s). In this case, the film temperature rose

above the critical temperature near the beginning of the

test section. The conclusion based on this figure would

therefore be that sharp changes in fluid properties near the

wall are required over a significant portion of the test

section before the boiling-like phenomenon triggers fluid

instabilities. In figure 14(c), the temperature profiles are

shown for test matrix 8 (rdg 80) at the target conditions.

Although the film temperature rose above the critical

temperature near the beginning of the test section as in

figure 14(b), there were no instabilities in this test. The

conclusion based on this figure would therefore be that

film temperatures at or above critical temperature do not

trigger the instabilities. This contradicts the apparent

correlation seen in figures 14(a) and (b).

This apparent lack of correlation with critical

temperature can be viewedin another manner in figure 15.

In this figure, maximum RMS pressure is plotted as a

function of the maximum wall, film, and fluid temperatures.

A logarithmic curve fit line is shown for each set of data.

Although the curve fit lines indicate an overall trend that

increasing temperature results in some increase in RMS

pressure (i.e., increasing instability), the scatter about the

lines would prevent drawing any strong conclusion.

Velocity Dependence
There are certain combinations of the control variables

that produce other physical quantities that could be

considered relevant to the fluid flow behavior. Inlet velocity

is a function of three control variables (mass flow rate,

diameter, and inlet temperature) through the relationship:

n_ 4ni

9b A rtPbD #

where Pb is the bulk density of the fluid and is a function
of inlet temperature. Because mass flow rate and diameter

are constant throughout the test section, and fluid

temperature continually increases, velocity will continually
increase from the inlet to the outlet of the test section. Inlet

velocity was therefore evaluated as the minimum velocity

in the test section. A combination of high mass flow rate

and low diameter produced a high inlet velocity. Similarly,

a combination of low mass flow rate and high diameter
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Figure 15.--Evaluation of relationship between temperatures and instabilities.
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producedalowinletvelocity.Thehighandlowvaluesof
massflowrateanddiameterwerecarefullyselectedsuch
thatthecombinationof highmassflowrateandhigh
diameter,andthecombinationoflowmassflowrateand
lowdiameter,producedasimilarmid-levelofvelocity.

Figure16showsmaximumRMSpressureasafunction
ofinletvelocity.Thethreedifferentvelocityrangesare
clearlyseenin thefigure.Lowvelocityisbetween8and
10ft/sec,midvelocityisbetween17and23ft/sec,and
highvelocityisbetween41and45ft/sec.Thewiderange
ofRMSpressureobservedatthelowandmidvelocities
precludescreatinganyfunctionaldependencebetween
pressureoscillationandinletvelocity.However,it isvery
clearfromfigure16thatatthehighvelocity,allofthetests
werestable.Thisseemsto imply that the high velocity
flow may prevent any instabilities from forming, even if

the wall and fluid temperatures are such that instabilities
may occur at lower velocities.

Inlet Reynolds number was evaluated in a plot similar
to figure 16. The values of inlet Reynolds number were

more varied than velocity, and the plot showed even less

correlation between Reynolds number and RMS pressure.
Although there were a few points at the highest values of

Reynolds number (45 000) that showed no instabilities,

the overall scatter of the plot prevented drawing any
strong conclusions.

Temperature and Velocity Dependence
In reference 11, results from heated tube tests

conducted with supercritical propane are described. In
these tests, flow oscillations were also observed, and the

authors proposed a correlation between velocity and the

ratio of maximum wall temperature to bulk fluid outlet

temperature (fig. 8 ofref. 11 ). Therefore, these parameters
were also plotted for the data in these tests to determine if

a similar correlation exists. Figure 17 shows the maximum

wall-to-bulk temperature ratio as a function of inlet velocity.
Unfortunately, there is no correlation between these two

parameters and flow stability.

Buoyancy Forces

Because the test section was mounted vertically, the

Grashof number was calculated and compared to the

Reynolds number to determine if buoyancy forces were
significant and a possible contributor to the instabilities.

The Grashof number includes some terms that need to be

evaluated at the film temperature. Therefore, the "inlet"

Grashof number was computed at the location of the first

thermocouple, 1 in. into the heated portion of the test

section. Figure 18(a) shows the maximum RMS pressure
as a function of the buoyancy term, which is calculated

from equation (3). A ratio greater than 1× 10-5 is considered

indicative of significant buoyancy forces. Although the
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Figure 16.--Evaluation of effect of velocity on instabilities.
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figure shows that most of the unstable points did have

significant buoyancy forces at the test section inlet, there

are many stable test points that also had significant

buoyancy forces. In addition, there is clearly no

functional relationship between RMS pressure and the

buoyancy term. Finally, figure 18(b) shows the

maximum RMS pressure as a function of the buoyancy

term approximately midway through the heated portion

of the test section (at 9 in. in the 14 in. test section, and

10 in. in the 20 in. test sections). At this point in the test

sections, the increasing temperatures have created

conditions such that buoyancy forces are significant

for only three of the tests; two of these were unstable,
and one was stable.

Conclusions

A set of heated tube tests was conducted to determine

the range of conditions that will cause fluid instabilities to

occur during the heating of supercritical JP-7. The tests

included in these experiments were defined by a rigorous

DOE process. This DOE enabled the quantification of the

linear and interactive effects of heated length, diameter,

mass flow rate, fuel inlet temperature, and heat flux on the

maximum RMS pressure oscillation. In addition, several

physical variables were evaluated in an effort to find a

functional relationship between these variables and the

strength of the instabilities. From these tests, several
conclusions can be made.

The occurrence of instabilities was inconsistent. At

least one repeat test was conducted for nine of the seventeen
test conditions. Of these nine test conditions, four of them

were always stable. The other five produced both stable

and unstable results. That is, there was no repeated test

condition that always produced unstable results.
A statistical model that summarizes the trends and

interactions caused by the control variables was created.

Most significantly, the analysis determined that there is no

simple linear affect of heat flux on the strength of the

instabilities. However, the analysis did indicate that heat

flux does have a significant effect on the instabilities

interactive with both mass flow rate and inlet temperature.

For all terms that include inlet temperature, the model

coefficients are negative, indicating that increasing inlet

temperature should cause the strength of the instabilities
to decrease. All of the coefficients for terms that include

the mass flow rate are positive, indicating that increasing

mass flow rate should cause the strength of the instabilities
to increase.

When using the statistical model to predict whether a
condition will be stable or unstable, the model does a fair

job. The majority of the test points that are predicted

incorrectly are from the test conditions that had inconsistent

repeats. That is, some of the stable tests that had an
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unstable repeat were predicted to be unstable, and some of

the unstable tests that had a stable repeat were predicted to
be on the borderline of stable.

There were no physical variables, or combination of
variables, that could be found to completely explain the

instabilities. The film temperature profile in the test section,

and its proximity to critical temperature, did not seem

to correlate to the onset of instabilities. Film temperature

was at or above critical temperature for both stable and

unstable tests. Tests run at the highest velocity were

always stable, but mixed results at lower velocities preclude

using velocity as the sole effect. Similarly, most of the

unstable tests had significant buoyancy forces at the test

section inlet. However, because many of the stable tests

also had significant buoyancy forces, this can also not be

used as the sole indicator of instabilities. Because typical

flow parameters did not show any correlation, it is best to

use the statistical model to predict what combination of

diameter, length, mass flow rate, inlet temperature, and

heat flux will trigger the flow instabilities in supercritical
JP-7.
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